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Eigenvalues and similar things

B

Consider again a square matrix A € R™*" and the associated linear map fx R” — R"
which maps R™ into itself.

S'r...“
| Question: dice by,
Are there vectors v which are only scaled by fa? This means that they satisfy:
Av = Av or equivalently (A — Al)v =0
e )\ is called eigenvalue of A, (\ Keraod 'j A A
e v is called eigenvector of A (if v # o).
First conclusions:
e Not very interesting (trivial): v = o.
o veKer(A)\{o} = Av =0v,s0 A =0.
o veKer(A— )\ {o} = Av = Av, so A is an eigenvalue.
e v eigenvector = av is also an eigenvector (for o # 0).
; y Tor véo
Xm gl - a — A - A 4
ﬂVﬁL()A( ¢ Ay o> INERI)
o0 1 o 1
)l (i
— - / .
EL ~> Vo = Vo C cquhons
1 Mi‘h '3 A‘h‘”
=> A=1 4 vV, =z O c ystenm
T =1
=> ’) = /l ar Va,= O
e YaZz °© = v=o0 (MJ-«J d ‘ )

= A=A ad wzo = g v_(‘“) for Wbt vie R\f3
R W I A R RIEE )
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= CV) - A(VV‘L) = 2=z, v=(J) or 3o (
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41 €4

6.1 What is an eigenvalue and an eigenvector?

We start with an illustration in two-dimensional cases and consider a matrix
A
| N
A=|(a ay| e R?*? e S
| t >

and the associated linear map f4 : R? — R? with x — Ax.
Tnm'.je.s 0; 'H'w, L’nes: g2
Sa(ga) =9,
AlJa ’ja

Ia (Jt) =.)2

J‘IAL‘L L"'GT jA(JJ) =\j3
(E' vee b ol\'rc(,“hn,‘)

92
¢ /—?\) In the same sense, we can look
1 ,‘3) e q, at the other quadrants of our
g ‘ coordinate system. There we
1 also find such a special line:
xi ;o 94 = fa(gs) = ga-
ga 94 = 94

92

.71‘-"5‘“@‘1)
Taf ra;'hjrs OiX.,ng . 01)(.,_699 / AK,,ng [ A\(tej‘( 4 >

Jo = o ()
:> A x4 = 94'5(4 ‘;"‘ Soime 24-C R

=> Ax, = Dox. G sme MeR

1

Definition 6.1. Eigenvalue, Eigenvector, spectrum

Let A be a square matriz. A vector X # o is called an eigenvector of A, if Ax is a
multiple of x. This scalar A, which means Ax = Ax, is called eigenvalue of A. The
set of all eigenvalues of A is called thesspectrum of A and denoted by spec(A):

e SRR ]
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6.1 What is an eigenvalue and an eigenvector? 3

T onr wregh b A= [ ")

1 1
- (5 (D) >0t g, G
A (_AA) = (i'_i) :4-(:> => __ﬂ_if_ gy duc |, (_/,,') A

This is very general definition and will work later for other cases in the same manner.
Here, we are first interested in matrices A € R"*" and eigenvalues A € R. However, you

may already see that this can also work for complex numbers. We may also include A € C
later.

Proposition 6.2. Multiple of eigenvector = eigenvector

Every multiple (not o) of an eigenvector x for A is also an eigenvector for A,
corresponding to the same eigenvalue .

T—’E—'JJ AX =D X <> D((Ax} = o((?p() , %¥0
& A(xx) = 2(xx)

Looking again at the pictures above:

We have Ax = \;x for all multiples x of x; € g3 (which means for all x € g3).

Also we have Ax = \ox for all multiples x of x5 € g4 (which means for all x € gy).

Looking at the line g3, the map f4 acts like scaling with the factor ;.

Looking at the line g4, the map f acts like scaling with the factor As.

N

Perfect coordinate system for the map f4

Describing R* with a coordinate system given by the two lines g3 and gy (instead of
g1 and go), the acting of the map fa is very simple: The coordinate axes are only
stretched: The one with factor A1, and the other one with factor As.

\AKX+0<X /\’4"

i \%



Au = o (Ax) « o, (Ax)

4 6 FEigenvalues and similar things

= o, (‘“‘A\ + L (/l-)(—g)

To get this “perfect coordinate system” we need all the eigenvalues A\, Ay and the corres-
ponding eigenvectors x; and X.

Question:

(a) How to find the eigenvalues and the eigenvectors of A?
(b) Do you always find n eigenvalues for an n X n matriz A?
(¢c) Do you find n different directions for eigenvectors?

(d) How to change the coordinate system?

(e) What are applications for this?

6.2 The characteristic polynomial

Our goal is to find A € R and x # o such that (A — AMl)x = o, i.e.,, (A — A1) has a
nontrivial kernel. This means that the corresponding map for A — A1 is notiinjective and,
hence, it is a singular matrix.

| Idea: !

Compute det(A — A1), which yields a polynomial of degree n in A and determine
its zeros, because

det(A—A1)=0 <« A— Al is singular
—_— < Ker(A — A1) is non-trivial

< )\ is an eigenvalue

Then, compute a basis for Ker(A — A1) for each eigenvalue.

(

Solu. 9 a LES



6.2 The characteristic polynomial

o]

Example 6.3. ¢4> ) >

3 2
(1)

det(A—)\]l):det(SIf\f4E>\>:(3—)\)(4—)\)—2-1:10—7)\+)\2 =0
M‘n‘ﬁc ggw‘;_h
Am:?i\/ég 40:7:53:”1:27 N 1 g

Thus we have the eigenvalues Ay = 2 and Ay = 5. Let us compute the eigenvectors:
. . . 1 2 V1 o U1 -+ 21}2 . 2
oriaoane (03 (1) (12) e-all) <t
_ 4 _ =) 2 v\ —2v1 + 20y . 1
orchmne (7 3) () (B2 veafl) |, o

T | 1Y .
> (_ /l) (s Z‘: Grmvehor of A, ( p ) (5 tgnmchn of A
“.}ﬁ“v"‘l"t aA—_/L b a‘JaVﬂLg d} 27_:‘

| Proposition 6.4. Five properties of an eigenvalue

For a square matriz A-and a number X\ the following is equivalent:
(i) X is an eigenvalue A.

(11) There is a vector x # o with Ax = A\x.

(i1i) The space Ker(A — A1) contains a vector x # o.

(iv) The matrizx A — A1 is not invertible.

(v) det(A— A1) =0

Aw-Aa,. -

d(A-o) = dt | e wn |

)

' ’ - ahh"ﬂ

Let A € R™". Then we observe that det(A — A1) = p4(A) is a polynomial of order n in
the variable A\. For example, there could be coefficients ¢; such that

pA()\) = (_1)11/\11 = Cn_l)\n_l 4F oo Cl/\ + Cp -



6 6 FEigenvalues and similar things

Definition 6.5. Characteristic polynomial

For an mn x n-Matriz A, the polynomial X +— det(A — A1) is called the

characteristic polynomial of the matriz A and is denoted by pa.
)

\

au‘, “,u,
“y orc {
Example 6.6. Look at A = (i’ ;) ’dsﬂ‘ <

3 2 10 3-\ 2
pA()\):det(A—)\]l)—det<<1 2>—>\<O 1>)—det( ) 2_A>
=B-A)-(2-X)—-2-1=6-3XA—-22+X2—2=)1> -5\ +4

&/\/—-—
Cban ,aly.,,,,,.,,-‘[ Yy

Solving the quadratic equation:
-5 /25 5 9 5+3
)\1,22—7ﬂ: 1—4251\/2276{1,4}, hence A\ =4, Ay = 1.

ee (A~ 44 = ke (5 2) =7
fer(A-64) = ker (7 3) =

i

Theorem 6.7. Fundamental theorem of algebra (Gauft 1799)

Let ag, ay,...,a, € C with-a, # 0. Then the polynomial equation
AT + 12" 4 .t azt+ag = 0
=:p(z)
hasn (not mecessarily different) solutions 1, ...,x, wn C. Moreover, we find for
xz € C:
p(x) = ap(x —21) (T —22) -+ (T — T0).

7
/

heed C
ks o pa

— rA (rh) =0 Lu‘ IJ' (44\’“ one  solbon ta @
=> /4 L“ ”‘-‘l (eack Ohe —6"7«.Vr.lu= ﬁ:_vﬁ;

(0”‘(70 = A = ), = ic>
4-
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pa ) = (+4) (x-2) (=20 (x- D)
fre sl ff'("):(x-/ﬂl(x '377?

6.2 The characteristic polynomial

Definition 6.8. |

If the same eigenvalue \ appears a(\) times in this factorisation, we say:

A has algebraic multiplicity 04(/\‘) .
—

ksn
e If we have k different eigenvalues Aq,..., \p € C, then a()\) + -+ + a(\y) = n,
because polynomials of degree n can be factorised into n linear factors.

e If )\ is an eigenvalue, then A — A1 is singular, so y(A) := dim(Ker(A — A1)) > 1.

L |
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| Proposition 6.9. Spectrum for triangular matrices

Let A € R™™ q square matriz.

(a) For a matriz in triangular form

11 Q12
A 0 ('122 7
0
we get spec(A) = {a11, as, .-, Gun}-

(b) For a square block matrixz in triangular form

-39

with square matrices B and D, we get spec(A) ='spec(B) U spec(D).

(c) Also spec(A) = spec(AT). Hence (a) and (b) also hold for lower triangular
matrices.

POREC) D gk o} A G dh(A-24)
S LA((A2)T) =0
& M (AT-24) = 0
S A cpewke of AT
(L) (a) -

\



