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Matrices and linear systems

Bbl of eembes

_I Definition 3.1. | /

The set of all matrices with m rows and n_columns s notated as:

ay .. a?n (LL»]“ b

R™*" = { A= : | ca; €R, i =@.... @, ;8. .. @
am1 Qmn
‘/—V_,_‘—/
. m Xy L Win
wAH\ h R ()J; ln-“ qullm. R V‘o‘l-’(‘
end Scalar -
u.ub.'rl.'cdm. Pec

| Definition 3.2. Matrix + Matrix = Matrix
Let A, B € R™". The addition A+B € R™*" is defined by

aiy o Qi by -+ bip ay+bn - a by,

bml bmn aml+bm1 amn+bmn

w4

A+B

4+
\“-LU 37&4 tu(

B E0)-(aa-(2) er™
EIK‘L“ em'xn

Example 3.3.

f T l}\ F {) . |
g 5"7 T\ 9 s ¢ = dgfad

&
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_I Attention! |

The addition A+ B is only defined for matrices with thesame height and the same
width.

_I Definition 3.4. Scalar - Matrix = Matrix |

Let'A € R™™ gnd A € R. Then the scalar multiplication A-A € R™ " is defined
by:

(255 I ¢ 1) Aai; - CAar,
A : : = : :
/\ Am1 *°° Qmn )\aml tte /\amn
( A AA
‘kl.v S’h L-‘
Example 3.5.
D @ 2-1 2-2 2 4 1 2 1 2
2<3 4)‘(2-3 2-4)_(6 8)_(3 4)*(3 4)' e A4/
7 ) -—>—

RM“ w~“~ + ad A is a lf‘c(‘ov Sficc Z'L‘- ,EH

(-%uu. CJ‘\.‘,JR'J\-. N“f / &j.,
o -- @ A‘)l-"wl-ivp l“w )

4

o) malin < widod clmik wrd. +

LN

3.1 Introduction to systems of linear equations

We start with some easy examples:

Xawvier is two years older than Yasmin. D—y—=2 €&
Together they are 40 years old. x+y =40
How old is Xavier and how old is Yasmin? x=17 y="
hY

/

llow 'A ylw. c“!l 2/\/ 1 ‘f“"‘ﬂ"’

1 %Louh{

This was an example with two unknowns (z and y). Here we give an example for three
unknowns. (z,y and z):
2v -3y +4z= -7
—3zr +y — = 0 Q 4 ’hq")\r\f

20z +10y = 80 1 '-m-’b‘-w..;
10y +25z= 90

N~ x=1 , =0, 2t
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lakee s - (Y,., e, Xu) , e N

O A

aqu\n: UA‘vl\ Vﬁl«cr JCV KA( ey Y, 5(.!\1‘{7 ! 47«*\0-: J once |,
L> A 50‘4-4\'03.

Here, the most important part is that the equations are linear. The exact definition will
follow later. The sloppy way to say that an equation is linear is:

A Fab“r ice A R
7 7 7
constant - xy + constant - re + --- + constant -, = constant. (3.1)
R ., 77
d"" l/‘(llhs,

As you can see, there are a lot of constants that have to be numeric.

Definition 3.6. System of linear equations (LES)

Let m,n € N be two natural numbers. A system of linear equations or a
linear equation system (abbreviation: LES) with 'm equations and n unknowns
X1, L9,y ...y Ty 1S glven by:

1121 + a2 + - - - + a1, Ty = bl

(9121 + A92XTo + - + A9y Ty, = bg
. (LES)

Am1Z1 + QpaZo + - - - + Qpp®y = bm

Here, @;; and b; are given numbers, mostly just real numbers. A solution of the LES

15 a choice of values for x1, ..., x, such that all m equations are satisfied.
e

X,

st w Ty [ e
4 M-¢f‘1m . 'EXiSI%\ Ce 2 L w;—,.,,..‘ - uhi;:g‘:: . : € IR
Example 3.7. Having three unknowns x, x5, x3, we could have different cases for the set (\

of solutions: 5 Ve el
IK ~ gT«"‘n! dt.rm"c ‘»/fh. Su‘:(accs

Ly +ca‘;l-:i‘fd>

£ SJLL'... Sd"
sk, vV
B, w-~'7uu¢.u' }
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r) e syluhi

or

b sl b

2 equations 4 3 equations %

_I Definition 3.8. LES in matrix notation |
Let’ A € R™™ with entries a;; € R and'b € R™ with entries’b; € R. Then

Ax =b

represents (LES) from above, where x € R™.

The two examples from above in this notation:

2 -3 4 —7
1 -1\ (@) (2 3 1 =1 (T\ _|o
11 )\y) " \a0) (20 10 o] \Y) 7 |s0

-
nd’;x Vf-Gl'hr vlr.‘tv

n«"rir - V<cl~u~ mﬂu\r‘\‘“}.',u I
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_I Definition 3.9. Matrix - Vector = Vector |
Let m,n € N and

11 Q12 - Qin
xq
Q21 Q22 --° Q2n
A= ) ) . e R™" and x= |1 ] eR™
: : : T,
Am1 Qm2 - Omnp

The productAx = A - x (where we mostly do not use a dot) is given as the vector

1121 + @199 + -+ + a1,Ty
Ax = : e R™.

Q121 + Am2T2 FoaeaF Amndn

_I Attention! |
Thewidth of A has to be the same as the height of x! Otherwise Ax is not defined.

FMEL-

- : A

417)0_ A-n4z-a+2-4) &

F s 6 . . :4
1 G A + S0 + €1 (/
3

3.2 Some words about- matrices

For a matrix A € R™™ the number m is called the number of rows and n the number of
columns. The matrix A is a rectangle with height m and width n.

As special cases, we note:

—~—

e A& R™™ (i.e. m =n) is called a square matrix or quadratic matrix

e A € R™ s a column vector of size m —~_____ (q)
10

e A c R is a row vector of size n (/I 2 2)

A € R™! is a scalar, just a real number.

L\Az(17 <> /A it o sealar

[/ a a
A 14 "M TS /ivo..‘,/ 07' ""J"')t °oan 0 0O
O a 0
q 11
O 0 “»

"

A1

e
{

'l ’ J "\.d ]
d G on nx
— uf" - ‘("‘“’l‘

A - an4 au “43 Wmato X
- 0 G ayq
O 0 ay
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3.3 Looking at the columns and therassociated:linear
map

One way to imagine a matrix in R”™*" is to see it as a collection of n columns of size m:

aip ... QAip | | ay;
A= : : (Elll-'-aln>,whereai : Qﬁw

1 - .- Amn Qi

C\

Ax is a linear combination of t\he columns of A |

48000 -
Scalar // (\ T

jA(‘yp; (‘.""" ‘an.‘é- ¥ ‘1 ’L;
Columns &€ /4

A-

x € R” Ax € R™
_— —_—

This machine multiplies

each vector from R"™

with the matrix A.

3(,,: RN —> R”

The function f4 defined by the matrix A

|V fa:R* - R™, with fa:x—Ax (3.3)

/‘W) See lul'w JC! h‘,_,. wsp
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3.4 Looking at the rows

Above, we have considered a matrix A € R™*" as a collection of columns and defined a
linear map f4 : R® — R™. However, we may also see(A as a collection of m rows of size n:

ayy ... Qip — a{ —
. 2 T
A= : : — , Whereai:<ai1 ain)
T
aml1 --- Amn (87

Here, we use the notation 7T for the transpose of a column vector. The result is a

row vector with the same entries. We fix this as a space: \\ P )T

(\K‘ yn )

Since a row vector u’ € R is just a very flat matrix, the product with a column vector
v € R" is well-defined:

Rlxn:{xT:(xl xn):ml,...,xneR} ¥,

wve IR
ue R

u'v = (ugv; + -+ upy) € R

A
(/1 2 2) Z = (’14-2 +4482) *(Z&)G[R‘

=18

CuvD = uy

Ax is the scalar product of x with the rows of A

i Z ead

—aj — | alx Nw
Ax = %% X | = : (3.4)

—al — | alx

/ .SI‘-JABJ inh-r— "In‘ul* in

3.5 Matrix multiplication A3

Let(A € Rmxn, be lKh ) /4 L € fe*

A b|1 .. by | = [ Aby Ab, ... Ab; for k column vectors by, ..., by.



3 Matrices and linear systems

The result is a matrix with m rows and k& columns and denoted by AB. It is called the
matrix product of A and B.

| Definition 3.10. Matrix product

For matrices A € R™" and B € R™F¥, the matrix product is defined as
—al — | | ofby --- @@alby
AB = by by : ; c R™xk, (3.5)
—al — | | al b, aﬂax
Or in other words: AB is the m X k-matrix that has the following entries:
(AB>2'_7' = Z airbrj
(A
fori=1,....mandj=1,... k.
Ix2
ﬁft X7 R A o
xl /‘ ) Vi
Ao K ¢y |
1 A
1 3. o _ (¢ s A1 2\[(4 s
¢ é ~ \ ¢ 5 &1\Ib aq
~A1
N1 /
A B
myn nwy mx k
o R x R R

_I Attention! |

The product AB is only defined if the width of A coincides with the height of B.
The “inner dimensions” have to match.

| Special cases:

e A—aT eR>™ B —bec R : AB = aTb € R"*

e A=ac Rn)kl) B = bT S RY¥>*m: AB = abT S Rnxm} (AB)” = (I,Z'bj (called
rank 1 matriz)

Example 3.11. Just calculate some examples:

(a) We combine the following matrix dimensions (2 x 2) - (2 x 3) = 2 x 3:
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1x73
B 1-1+2-4 1-2+2-5 1-34+2-6 (9 12 15
- §-1+4-4 §-2+4-§ §-3—|—4-Q ~\19 26 33
AEI A‘EQ A‘gg )

A 1 7)

4 s &
Y ’L) (_9 Al As)
3 ¢l \19 1 33

mrea= (32 Jmas=(3 1) ds PA i defud ¥

A (3 7
A 8
/(7+)AU AQ(‘T . o/
(" . 7) ! (7 q)( : )
9 3 ¢ h}._x...l
(¢) Now the matrix dimensions (3 x 1) - (1 x 3) = 3 x 3: )

1 1 1 1
2l@23)y=((2). 1 [(2) 2 (2] .3 |=
oo (B B Bw)-
.

L> l‘ihk bie  mmedrin

W N =

2
4
6

O O W

(4 1 2)
(4) A1 3
1 (1.(, ()
I71\3 ¢ o
(d) Now the matrix dimensions (1 x 3)- (3 x 1) =1 x 1:

(123) (%) —(1-142-2+3-3)=(14) = 14
3 i

¢ l"l"l/\‘ J’-'o-

(e) A 2 x 2-example:
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1-§+1-w=§

(Source of the picture: g33ktheory.com)

We can also ask what happens if we multiply a row vector x from the left to a matrix
B. By definition, we get:

b coliih
N

_ng_
| =T )+ (B

x'B = (xl xﬁ)

g

This means the product x B is a linear combination of the rows of B. This is an analogy
that Ax is a linear combination of the columns of A, cf. equation (3.4).

_I Remark: !

Now we can see the matriz product as introduced

This means that each column of AB consists of a linear combination of the columns
from A.

Seeing the product with the other eye

—al — —alB—

. Y
T T
— o, — — oo, B—

we see that each row of AB consists of a linear combination of the rows from B.

Now, we summarise the properties of the matrix multiplication.
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| Proposition 3.12. Properties of the matrix product

(a) For all A, B € R™" and C € R™* and D € R*™ we have:
(A+B)-C=A-C+B-C ogud D-(A+B)=D-A+D-B.

(b) For all A € R™" and B € R™* and X\ € R we have:
Ai(A=B)=(A-A)-B=A-(\-B).

(¢) Associative rule: For all A € R™" and B € R™* and C € R** we have:

A-(BL)=(A-B)-C. v

Proof. All these rules follow from the definition of the matrix product of A and B,

( . ‘u

n / F‘A wan s
— airbr'7
2 b

and the fact that these rules hold for the real numbers a;,,b,; € R. For example, for
showing (c):

n n q
Z a”, BO Z iy Z bT’ZCZ] = Z (Z airbrz> Czj = ((AB)C)Z]

2=1 \r=1 e
Properties (a) and (b) are left as an exercise. “ﬁ’y ted ke rles
La)C)=
_I Attention! No commutative rule | /
In general, we have for two matrices: { (a -4)(, A ) I
AB # BA (in general) Ao /\ael” 0

| Remark: !

We thus have the following interpretations of the matrix vector product AB:

e the columns of B are used to build linear combinations of the columns of A,
e the rows of A are used to build linear combinations of the rows of B,

o cach row o of A and each column b; of B are multiplied to form an entry

of the product (AB);; = by,

e cach column a; of A and each row B] of B is combined to a rank-1 matriz
azﬂiT, and the matrices are added up,

All these interpretations are equally valid, and from situation to situation, we can
change our point of view to gain additional insights.

1

o

;Q
X



